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A B S T R A C T

Evaluation is a crucial aspect of human existence and plays a vital role in each field. However, it
is often approached in an empirical and ad-hoc manner, lacking consensus on universal concepts,
terminologies, theories, and methodologies. This lack of agreement has significant consequences.
This article aims to formally introduce the discipline of evaluatology, which encompasses the science
and engineering of evaluation. The science of evaluation addresses the fundamental question: "Does
any evaluation outcome possess a true value?" The engineering of evaluation tackles the challenge of
minimizing costs while satisfying the evaluation requirements of stakeholders. To address the above
challenges, we propose a universal framework for evaluation, encompassing concepts, terminologies,
theories, and methodologies that can be applied across various disciplines, if not all disciplines.

This is a concise summary of Evaluatology [15]. For a more comprehensive understanding, please
refer to the original article available at https://www.sciencedirect.com/science/article/pii/S2772485
924000140. If you wish to cite this work, kindly cite the original article.
Jianfeng Zhan, Lei Wang, Wanling Gao, Hongxiao Li, Chenxi Wang, Yunyou Huang, Yatao Li,
Zhengxin Yang, Guoxin Kang, Chunjie Luo, Hainan Ye, Shaopeng Dai, Zhifei Zhang (2024). Eval-
uatology: The science and engineering of evaluation. BenchCouncil Transactions on Benchmarks,
Standards and Evaluations, 4(1), 100162.

1. Introduction

Evaluation is a crucial aspect of human existence and
plays a vital role in each field. However, it is often approached
in an empirical and ad-hoc manner, lacking consensus on
universal concepts, terminologies, theories, and methodolo-
gies. This lack of agreement has significant consequences.
Even within computer sciences and engineering, it is not un-
common for evaluators to generate greatly divergent eval-
uation outcomes for the same individual or system under
scrutiny, which we refer to as the subject. These discrep-
ancies can range from significant variations to the extent of
yielding contradictory qualitative conclusions. An example
of this phenomenon can be observed when using multiple
widely recognized CPU benchmark suites to assess the per-
formance of the same processor. This often leads to greatly
divergent evaluation outcomes that are incomparable across
different benchmarks. A fundamental question arises in the
realm of evaluation: "Does any evaluation outcome possess
a true value?" Such circumstances give rise to valid concerns
surrounding the reliability, effectiveness, and efficiency of
these approaches when appraising the subject that is critical
to safety, missions, and businesses.

For the first time, this article aims to formally introduce
the discipline of evaluatology, which encompasses the sci-
ence and engineering of evaluation. The science of evalua-
tion addresses the fundamental question: "Does any evalua-
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tion outcome possess a true quantitative measure?" The en-
gineering of evaluation tackles the challenge of minimizing
costs while satisfying the evaluation requirements of stake-
holders. To address the above challenges, we propose a uni-
versal framework for evaluation, encompassing concepts, ter-
minologies, theories, and methodologies that can be applied
across various disciplines, if not all disciplines. Fig. 1 presents
the universal concepts, theories, and methodologies in Eval-
uatology.

2. The science of evaluation

2.1. The essence of evaluation
The challenge in evaluation arises from the inherent fact

that evaluating a subject in isolation falls short of meeting
the expectations of stakeholders. Instead, it is crucial to ap-
ply a well-defined evaluation condition (EC) that reflects the
stakeholders’ concerns or interests. By doing so, evaluation
can be viewed as an experiment that intentionally applies a
well-defined EC to a subject. This process allows for the
creation of an evaluation system or model. By measuring
and/or testing this evaluation system or model, we can infer
the impact of different subjects.

2.2. Five evaluation axioms
Derived from the essence of evaluation, we propose five

axioms focusing on key aspects of evaluation outcomes as
the foundational evaluation theory. These axioms serve as
the bedrock upon which we build universal evaluation theo-
ries and methodologies.
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Figure 1: The universal concepts, theories, and methodologies
in evaluatology.
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The Axiom of the Essence of Composite Evaluation
Metrics declares that the essence of the composite evalua-
tion metric either carries inherent physical significance or is
solely dictated by the value function.

The Axiom of True Evaluation Outcomes declares that
when a well-defined EC is applied to a well-defined subject,
its evaluation outcomes, including its quantities and com-
posite evaluation metrics, possess true values.

The Axiom of Evaluation Traceability declares that for
the same subject, the divergence in the evaluation outcomes
can be attributed to disparities in ECs, thereby establishing

evaluation traceability.
The Axiom of Comparable Evaluation Outcomes de-

clares when each well-defined subject is equipped with equiv-
alent ECs, their evaluation outcomes are comparable.

The Axiom of Consistent Evaluation Outcomes as-
serts that when a well-defined subject is evaluated using dif-
ferent samples from a population of ECs, their evaluation
outcomes consistently converge towards the true evaluation
outcomes of the population of ECs.

2.3. Basic evaluation theory
Based on the five evaluation axioms, we present the uni-

versal evaluation theories.

2.3.1. The hierarchical definition of an EC
A well-defined EC serves as a prerequisite for meaning-

ful comparisons and analyses of the subjects. We propose a
universal hierarchical definition of an EC and identify five
primary components of an EC from the top to the bottom.
We start defining an EC from the problems or task spaces
that these stakeholders face and need to address with the fol-
lowing two reasons. First, the concerns and interests of the
relevant stakeholders are at the core of the evaluation. These
concerns and interests are best reflected through the prob-
lems or tasks they must face and resolve, which provide a
reliable means to define an EC. Second, utilizing the same
problem or task can ensure the comparability of evaluation
outcomes.

While the problem or task itself serves as the founda-
tion for the evaluation process, it cannot solely serve as the
evaluation itself because the problem or task is often abstract
and requires further instantiation to determine its specific pa-
rameters. The second component is the set of a collective
of equivalent problem or task instances, each of which is in-
stantiated from the element of the first component. Different
from the first component, an equivalent problem or task in-
stance is specific and could serve as the evaluation directly.
After a problem or task instance is proposed, it is necessary
to figure out a solution. The third component consists of
the algorithms or algorithm-like mechanisms, each of which
provides the solution to a specific problem or task instance.
An algorithm-like mechanism refers to a process that oper-
ates in a manner similar to an algorithm. The fourth compo-
nent encompasses the implementation of an algorithm or in-
stantiation of an algorithm-like mechanism. The fifth com-
ponent is support systems that provide necessary resources
and environments.

2.3.2. The establishment of EECs or LEECs
In the process of evaluating subjects, it is of utmost im-

portance to prioritize the use of the equivalent ECs (EECs)
across diverse subjects. This means that in order to establish
two EECs, it is crucial to ensure that the corresponding com-
ponents within the same layer of the two ECs are equivalent.
By maintaining equivalency at each layer, we can ensure fair
and unbiased evaluations, enabling meaningful comparisons
and assessments between different subjects.
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Figure 2: The Hierarchical Definition of an EC.

In certain cases, achieving complete equivalence between
two ECs at all levels can be a challenging or even unattain-
able task. In such cases, we propose a minimum requirement
of ensuring uniformity in the most essential components of
the two ECs, which we refer to as the least equivalent evalu-
ation conditions (LEECs). We propose the establishment of
LEEC at the levels of the first and second top components of
ECs.

To establish the LEECs, we identify the most govern-
ing component within an EC that must exhibit equivalency.
This component, known as the evaluation standard, plays a
crucial role in defining the LEECs. An evaluation standard
should embody the characteristics that are solvable, definite,
and equivalent (abbreviated as SDE). We propose the estab-
lishment of an evaluation standard at the level of the defini-
tion of an individual problem or task instance.

2.3.3. The establishment of an REM
We apply ECs with different levels of equivalency to di-

verse subjects to constitute EMs. An EM element refers to
a specific point within the EM state space, and each EM el-
ement may have many independent variables. To eliminate
confounding, we propose a new concept named a reference
evaluation model (REM). An REM mandates that each el-
ement of an EM change only one independent variable at a
time while keeping the other independent variables as con-
trols. Subsequently, we utilize the measurement and/or test-
ing to gauge the functioning of the REM. Finally, from the
amassed measurement and testing data of the evaluation sys-
tems, we then deduce the cause-effect impacts of the differ-
ent subjects.

2.4. Universal evaluation methodology in complex
scenarios

Addressing the complexities that arise in more intricate
scenarios, we reveal that the key to effective and efficient
evaluations in various complex scenarios lies in the estab-
lishment of a series of EMs that maintain transitivity. In the
full original version [15], we have formally defined what is
transitivity in a mathematical form.

In real-world settings, we refer to the entire population
of real-world systems that are used to evaluate specific sub-
jects as the real-world evaluation system (ES). Assuming no
safety concerns are present, the real-world ES serves as a
prime candidate for creating an optimal evaluation environ-
ment, enabling the assessment of diverse subjects. However,
there are several significant obstacles to consider, i.e., the
presence of numerous confounding, the challenges of estab-
lishing an REM, prohibitive evaluation costs resulting from
the huge state spaces, multiple irrelevant concurrent prob-
lems or tasks taking place, and the inclination to exhibit bias
towards certain clusters within the EC state space.

We posit the existence of a perfect EM that replicates the
real-world ES with utmost fidelity. A perfect EM eliminates
irrelevant problems or tasks, has the capability to thoroughly
explore and comprehend the entire spectrum of possibilities
of an EC, and facilitates the establishment of REMs. How-
ever, the perfect EM possesses huge state space, entails a
vast number of independent variables, and hence results in
prohibitive evaluation costs. To address this challenge, it is
crucial to propose a pragmatic EM that simplifies the per-
fect EM in two ways: reducing the number of independent
variables that have negligible effect and sampling from the
extensive state space. A pragmatic EM provides a means to

Prof. Dr. Jianfeng Zhan: Preprint submitted to Elsevier Page 3 of 9



A Simple Version of Evaluatology: The Science and Engineering of Evaluation.

Real-world Evaluation System

numerous confoundings

impossible to establish controlled environments (REM)

vast state spaces of ECs and large populations of subjects

multiple irrelevant concurrent problems or tasks

a tendency to favor certain clusters (Bias)

Perfect Evaluation Model

eliminate irrelevant problems or tasks

facilitate easy manipulation

support the establishment of an REM

support exploring the entire spectrum of possibilities within an EC

Pragmatic Evaluation Model

Simplification & Sampling

Replicate with utmost fidelity

reducing the number of independent variables

sampling from the extensive populations

Figure 3: Universal evaluation methodology in complex sce-
narios.

estimate the parameters of the real-world ES.

2.5. Fundamental issues in evaluatology
We put forth four fundamental issues in the evaluations

and formally formulate the problems mathematically in the
full original version [15]:

First, how to ensure the transitivity of EMs is the most
fundamental issue in building EMs in complex scenarios,
from a real-world evaluation system to perfect EMs and prag-
matic EMs.

Second, how to perform a cost-efficient evaluation with
controlled discrepancies is the most important engineering
issue in implementing evaluation processes. That is how to
strike a balance between ensuring the discrepancy thresh-
old of the evaluation outcomes and managing the associated
costs.

Third, how to ensure evaluation traceability is a multi-
faceted issue that requires the application of both scientific
and engineering principles. It involves attributing any diver-
gence in evaluation outcomes to disparities in the underlying
ECs, thereby establishing clear and transparent traceability.

Fourth, how to connect and correlate evaluation stan-
dards across every discipline is the grand unified theory of
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Figure 4: A perfect EM resembles a real-world ES.

evaluatology, allowing for a thorough exploration of evaluation-
related matters. The evaluation standard serves as a fun-
damental pillar within any evaluation model. By establish-
ing connections between evaluation standards across various
disciplines, we have the potential to construct a comprehen-
sive framework encompassing evaluation issues in all fields.

3. Benchmarkology: the engineering of
evaluation
Benchmarks are extensively employed across various dis-

ciplines, albeit lacking a formal definition. Based on the
science of evaluation, we propose a precise delineation of
a benchmark as a simplified and sampled EC, specifically a
pragmatic EC, that ensures different levels of equivalency,
ranging from LEECs to EECs. Based on this concept, we
propose a benchmark-based universal engineering of evalua-
tion across different disciplines, which we aptly term “bench-
markology.”

Within the framework of this definition, a benchmark
comprises three essential constituents. The first constituent
is the stakeholder’s evaluation requirements, which encom-
pass various factors. These include the risk function, which
evaluates the potential risks associated with the benchmark.
Additionally, the discrepancy threshold, which determines
the acceptable level of deviation from the true evaluation
outcomes, is considered. The evaluation confidence level
and evaluation confidence interval play a crucial role in pre-
dicting the parameter of a perfect EM. Lastly, the evaluation
cost of EM is taken into account, and the resources required
for conducting the evaluation are assessed. By considering
these elements, the benchmark can effectively address the
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Figure 5: A benchmark comprises three essential constituents.

evaluation requirements of stakeholders.
The second constituent of the benchmark framework is

the EC configuration and mechanisms. This includes several
elements crucial for the benchmark’s effectiveness. Firstly, it
involves defining the set of problems or tasks that the stake-
holders face when addressing them. Additionally, it encom-
passes the set of equivalent problem or task instances, which
helps ensure specificity in the evaluation process. The bench-
mark also considers algorithm-like mechanisms and their in-
stantiations, which play a significant role in solving the de-
fined problems or tasks. The support systems, which pro-
vide necessary resources and environments, are also taken
into account.

Moreover, the benchmark provides the means to con-
figure crucial independent variables while eliminating con-
founding variables that could potentially impact the evalu-
ation outcomes. Also, the benchmark provides the mecha-
nism to address the diverse evaluation requirements of stake-
holders. For example, it ensures different levels of EC equiv-
alency, determining the extent to which different benchmark
instances can be considered equivalent.

By considering these EC configurations and mechanisms,
the benchmark can provide a comprehensive and standard-
ized approach to different evaluation issues.

The third constituent is the metrics and reference, includ-
ing the definitions of quantities, the value function, compos-
ite evaluation metrics, the reference subject, and the refer-
ence evaluation outcomes.

In the subsequent sections of this article, we will refer
to these three constituents as the complete constituents of a
benchmark. Figure 5 shows the three essential constituents
of a benchmark.

4. The differences between evaluation,
measurement and testing

We elucidate the marked disparity between evaluation,
measurement, and testing.

Metrology is the science of measurement and its appli-
cations. The essence of metrology lies in quantities and their
corresponding measurements.

A test oracle is a method used to verify whether an indi-
vidual or system being tested has performed correctly during
a specific execution. Testing is the process of executing an
individual or system to determine whether it (1) conforms
to the specified behavior defined by the test oracles (the first
category) and/or (2) operates correctly within its intended
environment as defined by the test oracles (the second cate-
gory).

First and foremost, it is important to acknowledge that
measurement or testing serves as a preliminary constituent
within the broader framework of evaluation. In addition to
measurement and testing, an evaluation encompasses a se-
ries of steps. These steps involve defining and applying eval-
uation conditions to a diverse range of subjects, which ulti-
mately leads to the creation of an evaluation model or sys-
tem. Once the evaluation model or system is established,
the impacts of different subjects can be inferred through the
process of measuring and/or testing.

Furthermore, it is crucial to recognize that the measure-
ment results are of an objective nature, assuming the exis-
tence of an inherent true value for each measured quantity.
Similarly, testing results also possess an objective nature as
they typically yield either a positive or negative outcome for
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each test conducted.
Conversely, evaluation results possess a certain degree of

subjectivity, such as the formulation of value functions based
on the underlying measurement and/or testing data, which
we have discussed in the first evaluation axiom. By virtue of
the aforementioned reasons, we can assert that metrology or
testing serves as but one foundational aspect in the realm of
evaluations.

Specified behavior

Testing

Output

An individual or a system

Test oracle

Operate correctly 
within its 

environment

Output

C
om

pa
ris

on

En
vi

ro
nm

en
ta

l c
on

st
ra

in
ts

 o
r 

sp
ec

ifi
ed

 re
qu

ire
m

en
t

Figure 7: A simplified yet systematic conceptual framework
for testing [1, 14].

5. The reflections on state-of-the-art and
state-of-the-practise benchmarks and
evaluation
To further illustrate the limitations of existing evaluation

and benchmark practices, we present Fig. 8, which show-
cases these shortcomings within the evaluatology framework.
By examining this figure, we can gain a clearer understand-
ing of the areas where state-of-the-art and state-of-the-practice
evaluation and benchmarks fall short.

It is evident that a lack of consensus exists regarding
concepts and terminologies across different areas of study.
This lack of consensus often leads to confusion and mis-
interpretation, especially when the same terms are used in
different disciplines with varying meanings. For example,
the term “benchmark” is commonly employed in computer
science, finance, and business disciplines but without a for-
mal definition. Moreover, even within these fields, the def-
inition of “benchmark” can be vague and subject to inter-
pretation. In contrast, psychology may use the term “scale”
as a concept similar to benchmark, while social science and
medicine may not have an analogous concept at all.

Recognizing this challenge, our work has aimed to pro-
pose universal concepts and terminologies that can bridge
these disciplinary gaps. By establishing clear and standard-
ized definitions, we seek to promote a shared understand-
ing and facilitate effective communication and collaboration
across different areas of study.

Few works discuss the essence of evaluation, let alone
reaching a consensus on it. Evaluation is often mistakenly
equated with measurement or testing without clear differen-
tiation. For instance, in computer science and psychology,
evaluation and measurement are often used interchangeably.
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Figure 8: The reflections on state-of-the-art and state-of-the-practice benchmarks and evaluation are based on the science and
engineering of evaluation.

In the context of testing, where the goal is to determine whether
an individual or a system aligns with the expected behav-
ior defined by test oracles, evaluation is often conflated with
testing. For instance, according to the SPEC terminology, a
benchmark refers to “a test, or set of tests, designed to com-
pare the performance of one computer system against the
performance of others” [10, 12]. SPEC is a highly influ-
ential benchmark organization. Our work has revealed the
essence of the evaluation.

The proposed evaluation theories and methodologies are
often domain-specific, with a lack of universally applicable
foundational principles and evaluation methodologies that
transcend diverse disciplines. Different disciplines do not
delve into the underlying principles of evaluation. Instead,
they adopt a pragmatic approach and prioritize guidelines
for conducting evaluations within specific contexts. For in-
stance, in the medical discipline, the focus is primarily on
eliminating confounding variables within the specific groups
or cohorts being studied. In the business discipline, efforts

are concentrated on searching the state of the practice.
The most rigorous theoretical foundation can be found

in the field of clinical trials. For instance, Randomized Con-
trolled Trial (RCT) techniques are employed to rule out the
effect of confounding variables. However, there is a lack
of universal problem formulations or fundamental solutions
that fully consider the intricate interactions among the key
components of EMs in diverse scenarios.

There are two serious drawbacks to the RCT methodol-
ogy and its variants. Firstly, there is a lack of a stringent
hierarchical definition of EC and EECs. The variations in
ECs can introduce confounding that may affect the results
and make meaningful comparisons difficult. Without en-
suring EECs, it becomes an illusion to expect comparable
evaluation outcomes. Secondly, when it comes to study-
ing complex systems such as human beings or experimen-
tal animals, which we refer to as support systems, the RCT
methodology and its variants may struggle to establish an
REM. This kind of support system is characterized by a mul-
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titude of independent variables, making it difficult to isolate
and control all relevant factors in a controlled experimental
setting. Consequently, it becomes challenging to eliminate
confounding variables and ensure unbiased evaluation out-
comes completely.

In the realms of business and finance, different observa-
tional study methodologies are widely used. An observa-
tional study is not even an experiment. Certainly, it cannot
eliminate confounding variables and reveal the cause-and-
effect relationships. In the business discipline, benchmark-
ing assumes the state-of-the-art instantiation of the algorithm-
like mechanism and the reference evaluation outcomes. In
finance and education disciplines, benchmarks or indexes as-
sume the role of reference evaluation outcomes in an obser-
vational study that measures variables of interest but does
not attempt to influence the response [13].

Rossi et al. [11] propose a valuable framework for evalu-
ating methodologies in the field of social science. However,
they do not provide a universal theory that can be applied to
different disciplines. Their limitations stem from their nar-
row focus on assessing social programs without developing
a generalized theory for evaluating other subjects in complex
conditions.

Rossi et al. indeed utilized or developed some approaches
to isolate the social programs’ impacts, e.g., comparison group
designs and randomized controlled trials (RCT), but they
failed to explicitly state the underlying principles and method-
ology for universal science and engineering of evaluation.

Within the computer science field, there are varying view-
points and perspectives. For example, Hennessy et al. [6]
highlight the significance of benchmarks and define them
as programs specifically selected for measuring computer
performance. On the other hand, John et al. [7] compile a
book on performance evaluation and benchmarking without
providing formal definitions for these concepts. Kounev et
al. [10] present a formal definition of benchmarks as “tools
coupled with methodologies for evaluating and comparing
systems or components based on specific characteristics such
as performance, reliability, or security.” The ACM SIGMET-
RICS group [3, 9] considers performance evaluation as the
generation of data that displays the frequency and execution
times of computer system components, with a preceding or-
derly and well-defined set of analysis and definition steps.

In psychology, social and personality psychologists of-
ten utilize scales, such as psychological inventories, tests, or
questionnaires, to assess psychometric variables [5]. While
these tools are commonly used, it is important to recognize
that they rely on virtual assessments and self-report-style
evaluations, which may introduce potential distortions. To
overcome this limitation, we suggest implementing a physi-
cal application of an EC to the subjects, supplemented with
a variety of measurement instruments. This approach aims
to provide a more objective and accurate assessment of var-
ious aspects, including attitudes, traits, self-concept, self-
evaluation, beliefs, abilities, motivations, goals, and social
perceptions [5], by incorporating tangible and observable
data.

Various disciplines have proposed engineering approaches
to evaluations. However, they fail to provide universal bench-
mark concepts, theories, principles, and methodologies.

For instance, benchmarks are commonly utilized in fi-
nance, computer science, and business, albeit with inconsis-
tent meanings and practices. Regrettably, there have been
limited discussions in previous works regarding universal
benchmark principles and methodologies that can be applied
across different disciplines. From a computer science stand-
point, Kounev et al. [10] provide a comprehensive founda-
tion for benchmarking, including metrics, statistical tech-
niques, experimental design, and more.

Most state-of-the-art and state-of-the-practice benchmarks
overlook an essential aspect: the stakeholders’ evaluation
requirements. This oversight leads to a failure to consider
different and diverse evaluation requirements. For instance,
they do not enforce the discrepancy threshold in evaluation
outcomes, nor do they consider evaluation confidence level
and confidence interval, among other crucial factors. As a
result, most CPU benchmarks are ill-equipped to meet the
evaluation requirements in scenarios involving safety-critical,
mission-critical, and business-critical applications.

Another issue is the lack of a stringent definition for sim-
ilar concepts, such as an EEC or LEEC. For example, most
CPU or AI (deep learning) benchmarks, like ImageNet, fail
to provide a clear definition of an EEC or LEEC. Instead,
they jump directly into a specific dataset labeled with the
ground truth or the implementation of algorithms without
proper justification. Additionally, the support system, which
plays a crucial role in some cases, is omitted without any ex-
planation of the condition of simplifying the benchmarks.
Furthermore, most of the methodologies fail to discuss the
confounding elimination mechanism. This oversight can po-
tentially introduce bias and inaccuracies in the evaluation
outcomes.

Not surprisingly, the intricate evaluation mechanisms and
policies are not explicitly discussed in the design and im-
plementation of most benchmarks. For instance, it fails to
address important aspects such as investigating and charac-
terizing real-world ES, the design and implementation of a
perfect EM, the modeling policy and procedure from a real-
world ES to an EM, and the sampling policy and procedure
from a perfect EC to a pragmatic EC. This omission makes
it difficult for the benchmark to adapt to intricate evaluation
scenarios.

It is crucial to include these mechanisms and policies
to ensure the benchmark’s applicability and effectiveness in
complex evaluation scenarios. Without explicit discussion
of the real-world ES, it is difficult to establish an EC that
captures the characteristics and requirements of real-world
evaluations. Furthermore, exploring different sampling and
modeling policies is essential to gain the confidence of the
evaluation community in using the benchmark for inferring
parameters of real-world ES. By carefully designing these
policies, we can strike a balance between achieving high ac-
curacy in evaluation outcomes and managing the associated
evaluation costs.
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There are many widely used AI (deep learning) bench-
marks. Taking the ImageNet dataset as an illustrative ex-
ample [4], we reveal their limitations. Firstly, a specific AI
benchmark like ImageNet cannot be traced back to an ex-
plicit formulation of a problem or task and instead mani-
fests itself in the form of a dataset containing ground truth,
which may possess certain biases. In other scenarios, we
also encounter challenges in identifying a precise mathemat-
ical function that accurately models the chemical and biolog-
ical activities within the human body or the social dynamics
within the target population. Secondly, the benchmark relies
on an unverified assumption that the data distribution within
the real world closely aligns with that of the collected dataset
to a considerable extent. Thirdly, in real-world applications,
we use the statistic of a sample – a specific benchmark – to
infer the parameters of the entire population. However, we
do not know their confidence levels and confidence intervals.
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